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Introduction

The study for the review of Commission Regulation 2019/424 (Ecodesign of servers
and data storage products) has been commissioned to update the Ecodesign
regulation on the server and data storage product groups. The study covers a broad
range of subjects, covering, amongst others, the definitions used in the regulation,
the scope and exemptions granted, the energy efficiency requirements, potential
labelling applications, technological improvements in the technology, usage patterns
and market changes.

Aims and objectives of this report

This report covers the Phase 1 of the review study. This phase of the study seeks
to answer specific questions raised in the article 8 of Regulation 2019/424, and
other points of interest to DG GROW and other Commission Directorates.

Listed below are the items set out in Article 8 of Regulation 2019/424:.

a) to update the specific Ecodesign requirements on server active state efficiency;
b) to update the specific Ecodesign requirements for servers on idle state power;
c) to update the definitions or the scope of the Regulation;

d) to update the material efficiency requirements for servers and data storage
products, including the information requirements on additional critical raw
materials (tantalum, gallium, dysprosium and palladium), taking into account the
needs of the recyclers;

e) to exempt server appliances, large servers, fully fault tolerant servers and
network servers from the scope of the regulation;

f) to exclude resilient servers, High Performance Computing (HPC) servers and
servers with integrated APA from the Ecodesign requirements set out in Annex |l
point 2.1 and point 2.2 of Regulation 2019/424;

g) to set specific Ecodesign requirements on the Processor Power Management
Function of servers;

h) to set specific Ecodesign requirements on the operating condition class;

i) to set specific Ecodesign requirements on the efficiency, performance, and
power demand of data storage products.

Further points of interest are:
J) on material efficiency aspects:

a. the provisions on disassemblability of certain components, also
considering advancements in standards (mandate M/543) since the
publication of the regulation;

b. an analysis of the benefits of the information requirements under
Regulation 2019/424 already covering cobalt in the batteries and
Neodymium in the hard disks;

k) analysis of the benefits of the information requirements under Regulation
2019/424 on the operating conditions of servers and data storage products;
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m)

0)

p)

Q)

B

an analysis of the standards, and of their relevance for regulatory purposes,
developed/under development under the standardisation request M/573,
‘Commission implementing decision C(2021)14 of 12.1.2021 on a
standardisation request to the European standardisation organisations in
support of Regulation (EU) 2019/424 as regards Ecodesign requirements for
servers and data storage products’;

Technological, market and regulatory evolutions affecting the environmental
performance/aspects of data centres, and how they would reflect at product
specific level, for servers and data storage products;

The technical and economic feasibility and relevance of product specific
requirements on liquid cooling systems/solutions

The technical and economic feasibility and relevance of product specific
requirements on waste heat recovery systems/solutions

The technical and economic feasibility and relevance of product specific
requirements on the standby-readiness of servers (for instance allowing to move
to and from idle mode in a fast and seamless manner), if not covered by the
analysis on the Processor Power Management Function

The technical and economic feasibility and relevance of product specific
requirements on DC (direct current) power supply for servers

The technical and economic feasibility and relevance of product specific
requirements related to:

a. the availability of information (temperature, (fan) speed, etc..) for open
data exchange about the input/output air flow data of the server/data
storage product, and/or

b. the capability to enable external overriding of the internal fan speed
control, in view of potential synchronisation of the product cooling system
with the data centre cooling system.

The technical and economic feasibility and relevance of introducing an energy
label for servers and data storage products, including a label and a detailed
product information sheet comprising targeted indicators for the different
possible uses of the product (e.g. as webserver, disk server, database server,
file/disk server, etc.)

Other topics, as emerged from consultations with stakeholders.

The subjects set out in this list of items, have been grouped in the report along the
themes of:

Updating current Ecodesign requirements (items a and b)
Regulation definitions and scope (items c, e, and f)

Data storage performance requirements (item i)
Processor Power Management Function (item g)
Standby-Readiness for servers (items p)

Parameters Information requirements (item r)

Energy label (item s)

Material efficiency (items d, j, and [)

Operating conditions (items h and k)
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m System performance considerations (item m)

m Liquid cooling systems and solutions (item n)

m Waste heat recovery systems and solutions (item 0)
m Direct Current supply for servers (item q)

m Other topics (item t)

Methodology followed

To answer the queries set out in Phase 1, the research team consulted with
stakeholders through a stakeholder meeting, qualitative and quantitative
guestionnaires, and direct 1-to-1 calls. From this feedback, along with ICFs
expertise and datasets from the Energy Star programme, the items below were
answered. For each theme, the report details the background to be aware of in the
theme, develops the stakeholder feedback and research results, makes
recommendations to policymakers on next steps for Ecodesign and sets out in
which sections of Phase 2 the subject would be further developed in the update to
the Ecodesign preparatory study.
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ltems for review

Updating current Ecodesign requirements

Background

It was determined that to deliver the best savings, the Ecodesign Commission
Regulation 2019/424 should include an active efficiency component. Although this
had not been included in the original draft regulation, active efficiency was included
into the final version of the regulation, with 9.0, 9.5 and 8.0 included as the minimum
active state efficiency for 1-socket, 2-socket and blade servers, respectively. The
regulation sets a maximum limit for idle energy consumption in servers. This limit is
defined by a baseline consumption level and additional allowances for extra
components, making it difficult to establish a standardised value. Idle consumption is
crucial for distributed IT servers, as they often lack optimised processes to minimise
idle time. Data centre servers, especially those providing cloud services, prioritise
maximising efficiency by increasing server utilisation. However, tracking the market
share of distributed IT servers, their utilisation rates, and ensuring compliance
becomes a complex task.

Questions

1. What are your thoughts on the Ecodesign requirement for minimum active
efficiency on servers?

2. The Ecodesign regulation sets active state efficiency requirements for 1-socket,
2-socket, blade and multi-node servers at 9.0, 9.5 and 8.0 respectively. Do you
think the bulk of the market is above these requirements? As a result, do you
think these regulatory requirements should be tightened?

3. What are your thoughts on the Ecodesign requirement for maximum idle state
power on servers?

Feedback/ Research results

Regarding the requirement for minimum active efficiency on servers, the stakeholder
feedback emphasised the significance of server energy efficiency in data centres,
with servers being the largest energy consumers. It highlighted the importance of
active state efficiency as a metric, considering it represented the common utilisation
level for servers. The feedback recommended that governments prioritise active
state efficiency as the primary metric for setting minimum energy performance
standards (MEPs). Additionally, the feedback mentioned that SPEC SERT serves
as the foundation for the ISO/IEC 21836:2020 standard. Another stakeholder
highlighted an issue with the commercial implication that only "titanium" power
supply units (PSUs) are compliant, while platinum/gold PSUs do not meet the
requirements. The feedback suggested that the threshold for compliance is
unreasonably high.

The key concern to enable appropriate energy efficiency policies for servers is to
understand their utilisation rates. As servers are always “on”, the utilisation is



needed to determine if policy action is required on the active efficiency side, or idle
performance, where the device is “on” but not delivering any work at a specific point
in time. Utilisation levels are expected to vary across the industry, notably
depending on the application: if the server is operating in a hypercloud environment,
it is likely to be running load optimization features which increase the utilisation. This
figure is expected to be lower enterprise IT delivered in house without such features,
whether hosted in a colocation or in a distributed IT environment. It is however
difficult to find utilization figures for servers. Current estimates for the average
utilisation rates of servers are quite low, with the Uptime Institute Intelligence survey
results showing that “at least 40% of servers operate at <30% utilisations. This low
rate is generally justified by operators due to an abundance of caution to ensure that
there is capacity to respond to peak demand times. Statements from IBM correlate
this figure stating that the average rate of server utilisation is of 12-18% capacity.?
Using a normal bell curve time distribution for a utilisation level of 12-18% would
imply that the average server is in idle mode between 10-25% of the time.

Data requested on the utilisation rates for servers

At this point the study team had limited access to data relating to the utilisation rate
of servers. This is expected to be different averages depending on the server
application. Input from stakeholders is welcome.

With regards to the required levels, stakeholders mentioned that the 2019 evaluation
of the ENERGY STAR database revealed that most servers met the active mode
requirements of the previous ENERGY STAR version. However, there is a need to
tighten the current requirements to align with the advancements in technology. The
original requirements were based on a limited dataset and might not be sufficiently
ambitious. The industry has consistently shown improvements in server energy
efficiency. Additionally, a significant majority of servers in the market surpass the
existing active state efficiency requirements of regulation 2019/424. One
stakeholder suggested that imposing regulatory requirements on the active state
efficiency for specific server types (1-socket, 2-socket, blade, and multi-node) at
fixed levels (9.0, 9.5, and 8.0) may pose difficulties and may not yield optimal market
behaviour.

The current Ecodesign Active efficiency requirement is for servers to be tested (and
information provided), either as an individual product model configuration, or if part
of a server product family, for only the low-end and high-end performance
configurations to be tested and declared. However, the low-end and high-end
performance configurations do not represent the maximum and minimum
performance from an energy efficiency perspective. As there is a wide range of
potential configurations within a product family, this means that testing only low-end
and high-end performance products may mean some configurations in the family are
allowed onto the market yet have low active efficiency values. To accommodate for
this variability and provide more representative information to buyers, the Energy
Star programme provides information of the “typical performance configuration”,
which is defined as “A product configuration that lies between the Low-end
Performance and High-end Performance configurations and is representative of a
deployed product with high volume sales.” Each manufacturer must define which is
the typical performance configuration. Providing a score for typical server
configuration therefore provides a much closer representation of performance of the

1 Transactions per megawatt-hours: Keys to increasing data centre efficiency, Uptime intelligence, 27 June 2023
2 Are Your Data Centers Keeping You From Sustainability? - IBM Blog
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final purchased product and hence be used for reference of the active efficiency
minimum energy performance standard.

Furthermore, it was suggested to consider the Green Public Procurement minimum
requirements in Error! Reference source not found. for active state efficiency of
servers.

Table 2.1 Proposed Active state efficiency for servers in the EU GPP requirements?®

Product type Minimum Effactive

1 socket

Rack 13.0
Tower 11.0
2 sockets

Rack 18.0
Tower 12.0

Blade or multi-node | 20.0

4 sockets

Rack 16.0

Blade or multi-node | 9.6

Regarding the maximum idle state requirements, stakeholders strongly opposed
using maximum idle state power as a regulatory tool for servers due to concerns
about counterproductive behaviours in data centres. Requiring idle power limits may
lead to the deployment of lower idle power systems that consume more energy to
complete workloads, however stakeholders have yet to provide evidence of this
trend being realised, such as how other markets where idle requirements are not in
place having higher active efficiency averages. Stakeholders advocated utilising the
deployed power assessment to validate server energy efficiency. The active
efficiency metric in SPEC SERT already incentivises energy efficiency
improvements across different utilisation levels, making separate regulation of idle
power unnecessary. They appreciate the holistic approach taken in the current
revision and suggested reviewing the case studies in the referenced white papers.
While they recommended against focusing on idle power, they are open to
collaborating if it remains a focal point.

Another stakeholder view stated that the active mode alone is not sufficient for
evaluating server efficiency since high-performance systems may require more
electrical energy and can consume more energy when underutilised. To enhance
the assessment, the SERT-2 method, which slightly favours high-performance
systems, should be supplemented with an indication of average electrical energy

3 EU green public procurement criteria for data centres, server rooms and cloud services, 2020,
https://ec.europa.eu/environment/qpp/pdf/20032020 EU GPP criteria_for data centres _server rooms_and%20

cloud services SWD (2020) 55 final.pdf
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consumption. They also suggested that a comprehensive analysis and revision of
idle requirements, including the reduction of current adders for components like
RAM and networking, should be conducted.

To clarify these diverging stakeholder views, the following sections describe how
idle is tied to SERT and having additional idle only metrics is understood to penalise
configurations with more features, which also use more energy (but typically also
bring more performance or needed functionality).

Stakeholders have indicated that the maximum idle consumption requirement
incentivises server designers to compromise performance enhancements in order to
reduce idle power. This could have a negative impact on the EU's data centre
energy consumption in aggregate as more servers would be needed to meet
performance requirements of large workloads. Idle power in ICT products is
gradually rising as seen in the SERT database, not shrinking, (as outlined further in
the Task 3 report) but the increased performance gained by these generational
improvements vastly outweigh small idle energy increases, resulting in very large
efficiency gains (work/watt).

Figure 2.1 Global trends in internet traffic, data centres workloads and data centre
energy use, 2010-2020*

Internet traffic

Index 2010 =1

Data centre workloads

Data centre energy use

0 7 T T T T T
2010 2012 2014 2016 2018 2020

Datacentre workloads have followed a similar curve of development as internet
traffic from 2010 to 2020, although at a less intense rate. This amounts to a 260%
increase in workloads from 2015 to 2021.

Error! Reference source not found. shows the improvement in server SERT
scores from 2008 to 2015 based on the SERT SPEC database. This performance
improved across entire server families, from high spec to low spec configurations.
Error! Reference source not found. evidences this point by showing the average
SERT scores and idle consumption of 2-socket rack servers (the most common
server configuration). Regulating on idle energy consumption specifically can have
the unintended consequence of penalising systems with very high true efficiency

4 Nov 2021, IEA report, Global trends in internet traffic, data centres workloads and data centre energy use, 2010-
2020 — Charts — Data & Statistics - IEA
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(work/watt), especially when calculating energy use in a deployed power scenario in
a large data room or data centre.

Figure 2.2 SERT active efficiency metric improvements with new system

Server Efficiency Metric

—e—High End ——Max Pwr —e—Typical —e—Low End —e— Min Pwr
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2008 2009 2010 2011

2012 2013 2014 2015 2016
System Launch Year

Figure 2.3 Average SERT server score and the average idle consumption from
2016-2021 for 2-socket rack servers®
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5 Server energy efficiency in data centres and offices, white paper 75, The Green Grid, 2017,
https://www.thegreengrid.org/en/resources/library-and-tools/496-WP#75---Server-Energy-Efficiency-in-Data-
Centres-and-Officeshttps://www.thegreengrid.org/en/resources/library-and-tools/471-SERT%E2%84%A2-Active-

Efficiency%3A-Demonstrating-howSERT%E2%84%A2-Active-Efficiency-Testing-Includes-Server-Idle

6 SPEC SERT server data set
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As-is, idle power is measured and reported as part of the SERT metric and should
still be reported for user benefit. SERT typically provides idle power measurements
in watts (W), indicating the energy consumed by the server system while in an idle
state. SPEC SERT v2 testing includes a significant amount of idle time during its
normal operation (roughly half the overall active test run), especially at the lower
load levels, such as 25% and 12.5%. During these periods, servers go into their
deepest and lowest power Core C-states often. This means that a server which has
low idle power will get an improved SPEC SERT overall score as also validated by a
stakeholder in the study, however quantitative evidence of the above would be
needed. Evidence also lies within the SERT design document’. These
measurements are often reported alongside other energy efficiency metrics, such as
performance-per-watt or power efficiency ratings, to provide a comprehensive
assessment of a server's energy efficiency characteristics.

Further information on the SERT score vs Idle Power is presented in a series of
charts within Annex 1. These charts show where the majority of servers lie within
each product subcategory. These data will be used to identify the relevant and
updated Ecodesign requirements.

The maximum idle energy consumption requirement is currently capable of
accommodating for exceptions of the highest performing server products due to the
inclusion of adders within the regulation. The adders provide additional idle power
allowances if the servers have extra components included. These components are:
CPU performance, additional PSUs, HDD or SSD, Additional memory, additional
buffered DDR channel and additional I/0O devices. However, the figures for these
adders need to be updated in line with the improvements of the technology. For a
fast moving technology like servers, changing these adder requirements regularly
(every few years) would be needed.

The debate around the inclusion of idle consumption requirements is often brought
up due to the concerns over so called “zombie servers”. Zombie servers refer to
physical or virtual servers that are running and consuming energy but are no longer
actively used or serving any productive purpose. These servers often remain
operational despite being outdated, obsolete, or redundant. Zombie servers can
exist in data centres, cloud environments, or within an organization's own IT
infrastructure. It is important to note that as the Ecodesign regulation only applies to
products being placed onto the market, it will not be applicable to such legacy
systems that are already in the field. The key metric to ensure in this instance, is for
server utilisation to be increased, and hence avoid the “zombie servers”. The
widespread adoption of virtualization and cloud computing technologies has
significantly reduced the creation of new zombie servers. Virtualisation allows
multiple virtual machines to run on a single physical server, enabling better
utilisation of hardware resources. Cloud computing services offer scalable
infrastructure, allowing organisations to dynamically provision and deprovision
resources as needed. Both virtualisation and cloud computing help reduce the
likelihood of having idle or underutilised servers.

7 Server energy efficiency in data centres and offices, white paper 75, The Green Grid, 2017,
https://www.thegreengrid.org/en/resources/library-and-tools/496-WP#75---Server-Energy-Efficiency-in-Data-
Centres-and-Officeshttps://www.thegreengrid.org/en/resources/library-and-tools/471-SERT%E2%84%A2-Active-
Efficiency%3A-Demonstrating-howSERT%E2%84%A2-Active-Efficiency-Testing-Includes-Server-Idle
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2.1.4 Recommendations

We recommend using SPEC SERT as the recommended benchmark for EU
Ecodesign server requirements, noting its development by the SPEC consortium
and its alignment with high-quality and transparent processes.

Aligning with the stakeholder feedback, we recommend that with the comprehensive
SERT database and expertise, it is possible to determine the suitable efficiency
levels for each server product category currently covered within the 2019/424
regulation. ICF has a large data set comprising of over 500 models since 2019
which can directly support an increase in active state efficiency requirements across
all currently covered server categories based on the existing SERT metric.

The current regulation sets out aggressive internal power supply efficiency
requirements for servers, to the extent that the implementation of the 80 Plus
efficiency titanium levels for the internal power supplies was postponed until January
2023. This attests to the fact that there is no room for additional stringency at this
time.

With regards to the maximum idle state power requirements, we recommend
exploring further regulatory approaches alternative to the currently applicable idle
power requirements, as it would seem — as reported so far by a few stakeholders
without significant data in support -, that maximum idle power requirements might
have the potential to adversely affect overall energy efficiency and data centre
consumption. Instead, it could be analysed if a tighter application of the SERT Active
efficiency score could provide more energy efficiency savings. However, if the idle
efficiency requirement is kept, then it would require for the adder requirement criteria
to be updated as the market improves. As servers are a fast-moving technology, it is
recommended not to take this approach as if there were ever a delay (of a few
years) in updating the regulation, the best performing products would be kept off the
market.

As another potential regulatory approach to be explored, in lieu of a continued focus
on idle power, the regulation could instead focus on ways to incentivise the
increased utilisation of existing and new servers, as far greater savings potential
exists there but needs unlocking. The systems reporting real time utilisation enable
users to evaluate the energy consumption of server systems during periods of
inactivity, which is an essential aspect of overall energy efficiency. This information
can help IT professionals and data centre operators make informed decisions
regarding server hardware, configurations, and power management strategies to
optimise energy efficiency and reduce operational costs. We recommend that all
systems possess the ability to report out their utilisation in real time. Obviously, it
should not be forgotten that such an approach — differently from ‘hard’ requirements
on idle power - would be strongly dependent on the user/user habits, and not
verifiable at the moment of the placing of the product on the market.

2.1.5 Link to Phase 2
The Task 1 report will introduce the SERT SPEC test standard.

Review the energy consumption, efficiency and idle rates of average servers in Task
4 of the preparatory study. Include these findings into the model values of Task 5.
Propose and develop the above recommendations into Task 6 to be modelled in
Task 7.
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Regulation definitions and scope

Background

The 2019/424 Ecodesign regulation currently applies to servers and data storage
products. These are defined as follows in the regulation:

(1) ‘server’ means a computing product that provides services and manages
networked resources for client devices, such as desktop computers, notebook
computers, desktop thin clients, internet protocol telephones, smartphones, tablets,
tele-communication, automated systems or other servers, primarily accessed via
network connections, and not through direct user input devices, such as a keyboard
or a mouse and with the following characteristics:

(a) it is designed to support server operating systems (OS) and/or hypervisors, and
targeted to run user-installed enterprise applications;

(b) it supports error-correcting code and/or buffered memory (including both buffered
dual in-line memory modules and buffered on board configurations);

(c) all processors have access to shared system memory and are indep